**Prior applications of topic models: Examples from the social sciences and law**

One can find many papers in the literature that analyze textual information successfully. Being successful means that these analyses gain important insights on important substantive issues – in diverse fields such as economics, business, sociology and the law. The study of media slant by Gentzkow and Shapiro (2010), the studies mentioned in the review paper by Gentzkow, Kelly and Taddy (2017), and the contributions to textual analysis in sociology and political science by Grimmer and Stewart (2013) and Wilkerson and Casas (2016) are excellent examples.

Many applications of topic modelling to the study of legal texts can be found, and their contributions are briefly summarized in this section. We mention these studies so that readers can appreciate the broad scope and usefulness of these contributions.

Young (2013) applies topic modeling to 19,000 (front) pages of U.S. newspapers published between 1866 and 1884, with the goal of learning about the discourse during the ratification of the Fourteenth Amendment of the U.S. Constitution. Young uses the resulting topics to assess the degree of media attention that is given to constitutional issues during this critical period.

Rice (2018) looks at U.S. Supreme Court Opinions between 1803 and 2010, and extracts through topic modeling the subject matters that these opinions address. He compares each opinion’s resulting topics with the “subject matter of controversy” metric that is used in the Supreme Court Data Base. Manual coding usually highlights only one dimension and assigns to each document a single mutually-exclusive topic. The advantage of topic modeling is that it permits more topics than the manual coding and also assigns multiple topics to an opinion.

Leibon et. al. (2018) fit a topic model with 100 topics to all (almost 22,000) Supreme Court opinions between 1951 and 2002.

Livermore, Riddell and Rockmore (2017) report results of a quantitative analysis of Supreme Court opinions that measures the degree to which the content of the Court’s opinions conforms to (or departs from) the judicial genre. Using federal appellate court opinions as a baseline, they use topic modeling to estimate the degree of semantic distinctiveness of Supreme Court opinions and track changes in that distinctiveness during the second half of the twentieth century.

Law and Ginsburg (2017) use topic models to analyze a corpus of 615 constitutions, drawn from different nations. They relate the presence of found topics to covariates such as the age, the region, and the legal family of the constitution. Law (2016) applies topic models to the study of archetypes in the preambles of 171 national constitutions.

Rockmore et. al. (2017) study the cultural evolution of national constitutions by looking at a corpus of 591 national constitutions enacted between 1789 and 2008. They obtain valuable information on the topics of these constitutions and trace their topics' time diffusion.

Quinn et al (2010) use topic models to identify important issues discussed in the U.S. Senate between 1997 and 2004.

Macey and Mitts (2014) estimate topic models on the full text of 9,380 judicial opinions dealing with certain corporate issues.

Carter, Brown and Rahmani (2016) apply topic modelling to judgments of the High Court of Australia from 1903 to 2015. The resulting topic models assess the High Court's judicial workload and the shifting make-up of its legal subject matter over time.

Hagen et al. (2015) apply LDA topic modeling to 2,850 petition documents (of at most 800 characters) on the “We the People (WtP)” platform established by the Obama administration, and explore how well the 39 categories provided by the White House represent citizen petitions. Their results imply that topic modeling has the potential to enable the interpretation of large quantities of text through a largely automated process. They also study the effects of stemming on the quality of the topic models by comparing three stemming strategies: no stemming, minimal stemming including pluralization and suffix removal (stripping –ed and –ing from verbs, and –s from nouns), and aggressive stemming (using the Porter stemmer). Topic quality (which was obtained by manually investigating the cohesiveness of the eight most-frequent words in each topic) indicates a slight advantage of the Porter stemmer.

Livermore, Eidelman and Grom (2018) carry out computational text analysis of nearly three million public comments that were received by administrative agencies during the Obama administration. They illustrate that computational text analysis methods show great promise for both researchers and policymakers who are interested in understanding and improving regulatory decision-making.

Ruhl, Nay and Gilligan (2017) study presidential direct actions. Their data running from 1936 to 1999 includes 3933 documents from 11 presidents (meta-variables). They consider a 20 topic model. The dominant words for each topic, in conjunction with the manual reading of the documents that are most-highly related to the topic, allows them to affix to each topic a content label and a coherence rating.
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**Website Materials**

* Chapter9RCodeTerritorialPapers1.docx: R-Code for the analysis in Section 9.3.1 (Territorial Papers)
* Chapter9RCodeTerritorialPapers2.docx: R-Code for the analysis in Section 9.3.1 (Territorial Papers)
* datacomb.csv: Raw data for Territorial Papers
* Chapter9RCode39Congress.docx: R-Code for the analysis in Section 9.3.2 (39th Congress)
* PrelimData.RData: Data for the speeches of the 39th Congress